Name: S. Jeevankumar                                                                      
Mobile: +91 9740884382
Email: jeevanreddy270 @gmail.comgmail.com

Career objective:
To work in a professional and solution-oriented environment where i can get enough opportunity to continuously innovate and improve software products as well as myself, which in the long run will allow me to learn and establish processes and standards.
Experience Summary:
· Diligent and hardworking professional around 7.6 Years of overall experience in analyzing requirements, designing, developing and building highly distributed applications using Big Data.
· Over 4+ Years of experience in Hadoop Framework development.
· Extensive working experience on Hadoop eco-system components HDFS, Map Reduce, Hive, Pig, Flume, Sqoop, Oozie, PySpark (Spark Core, Spark SQL), HBase and AWS (s3, lambda, EMR).
· Experience with all flavor of Hadoop distributions, including Cloudera, Horton works.
· Experience in importing and exporting data using Apache Sqoop from Relational Data Base Systems to HDFS and vice-versa
· Collecting and Aggregating large amount of Log Data using Apache Flume and storing data in HDFS for further analysis
· Experience in building hive, pig and MapReduce scripts. 

· Designing and creating Hive external tables using shared meta-store instead of derby with                 partitioning, dynamic partitioning and buckets. 

· Experience in building Pig scripts to extract, transform and load data onto HDFS for processing. 

· Experience in writing HiveQL queries to store processed data into Hive tables for analysis. 

· Excellent understanding and knowledge of NOSQL databases like Hbase.

· Expertise in Apache Spark & Python.

· Experience in developing scripts in Python and Spark-SQL for faster testing and processing of data. Import the data from different sources like HDFS/HBase into SparkRDD. 
· Having good exposer on Spark (RDD) and its working functionality.

· Strong Knowledge on Spark architecture and its integrations like Spark SQL, Data Frames and Datasets API.

· Exposed into methodologies like scrum, agile and waterfall.
· Hands on experience in setting up workflows using Apache Oozie for managing and scheduling Hadoop jobs

· Experience working on GitHub and JIRA to track issues and crucible for code review.
Technical Expertise:
BigData 


: HDFS, Hive, Pig, Sqoop, Flume, HBase, MapReduce, Spark, PySpark, Oozie.
Database


:  Oracle, Mysql
Other Tools


:  SQL Developer, Winscp, Putty, Eclipse

Operating Systems

:  Windows, LINUX.

Languages


: Python, SQL, PIG, HiveQL
Experience:
· Working with TCS 2017 February
Academic Profile:

Project Profiles: 
Project # 3:

  Project name

:
MOP’s
     Role


:
Senior consultant
     Client name

:
Zillow
 
  Environment

:           
Spark Core, Spark Sql, Hive, Sqoop, Hdfs.
Description:
    
This project is mainly for the re-platforming of the current existing system which is running in MYSQL DB a new cloud solution technology called Hadoop which can able to process large date sets (i.e. Tera bytes and peta bytes of data) in order to meet the client requirements with the increasing data volume from other departments. Zillow products handling for multifil sources. The Objective of this project was to provide the complete analytics on data warehouse solution for Real estate Domain.
Responsibilities:
· Moved all data flat files generated from various retailers to HDFS for further processing.

· Written the Apache PIG scripts to process the HDFC data.

· Developing the Hive scripts in order to make the interaction between Pig and MySQL Database.

· Partitions of Hive tables. Creating Hive tables to store the processed results in a tabular format.
· Understanding and tracking backup of Data node, Name node, Job Tracker, Secondary Name node, Task Tracker.
· Responsible to manage data coming from different sources and loaded into HDFS.
· Completely involved in the requirement analysis Phase.
· Moved all log and text files generated by various products into HDFS location.
· Created External HIVE table on top of parsed data.
· Involved in Pyspark programming for preprocessing and cleaning of data for next stage of analytics.

·  Used data frames in Pyspark to parse XML data into structure data and stored in HDFS. 
Project # 2:


Project Title

: Walmart guest-identification.

Client


: Walmart, USA.

Role


: Hadoop Developer.

Environment

: Hive, Sqoop, HDFS, MySQL, Oozie and HBase.
Description:


Our Project with Walmart was related to the online marketing that the company stepped in recently. All the new users who registers with Walmart on their website become guest-users for a month after which they have to be made as registered-users, so that they would get notification mails of offers and discounts of the products of Walmart. We had to do the status change. We were getting each user's information in 7 columns as source data that contains the user information including 2-time stamps of user's first and last login, using which we changed the user's status from "guest" to "registered" by calculating the difference between the 2-time stamps. 
Responsibilities:
· Moved all data flat files generated from various retailers to HDFS for further processing by using Sqoop.
· Loading files to HDFS and writing hive queries to process required data.

· Partitions of Hive tables. Creating Hive tables to store the processed results in a tabular format.

· Involved in gathering the requirements, designing, development and testing.

· Writing the script files for processing data and loading to HDFS.

· Completely involved in the requirement analysis phase.

· Analyzing the requirement to setup a cluster.

· Ensured NFS is configured for Name Node.

· Setup Hive with MySQL as a Remote Meta store.

· Moved all log/text files generated by various products into HDFS location.

· Created External Hive Table on top of parsed data.

Project # 1:
Title


:   Healthcare Management System
Role


:   Software Developer

Client


:   GNS Health Care

Environment 
 
:   Hadoop, Hive, SQL, Sqoop, Spark, HDFS, AWS tools
Description:


GNS Healthcare is a privately held data analytics company based in Cambridge, Massachusetts with offices in Cambridge and Texas. This application connects the people with everything they need to take good care of themselves and their family-assessing health issues, finding the right doctor, booking diagnostic tests, obtaining medicines, storing health records. Which focused on computational biology models of interactions among genes and proteins in cells, with a focus on cancer drug discovery. Main intent of this application is to store the digitized data. User can store his health-related records like, routine check-up reports, disease, drugs, and lab-report and doctor prescription. It helps in understanding user's personal health history, which is helpful for doctors for further medication and it is more useful in emergency cases. Doctor can use this application for updating prescription for his patients, get the records of his patients and also schedule an appointment. Analytical reports are useful to identify major diseases caused in certain part of the nation So that Government can take action in right way.
Responsibilities:
a) Data Ingestion – Designed DAA Framework- A lookup table was created on Hive where user/developers needed to make entry via a shell program which would in turn create a coordinator. This framework would also take care of creating a Hive table on top of the sqooped data

b) ETL Migration - Initial Process was designed in AI. Needed to migrate these processes into Hadoop using Apache Pig.
c) Entity/Extract logs – Requirement was to capture count of stored records for every relation and same should be visible in in a Hive table. Hence created an HDFS Shell action which should be at the end of the workflow taking in name of the pig actions as an argument and will parse the YARN LOGS and append the information to a file.

d) Automated Script to check excess disk usage – Since the organization was using a shared cluster and each functional account was supposed to use not more than 10 GB of disk space on the edge node.
e) Wrote python UDF to handle non- printable characters in data columns 

f) Use Piggy Bank jar to handle fixed length delimiters in Data file

