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Professional Summary:
Professional with over 7 years of extensive experience in the IT industry comprising of all aspects of Software Development Life Cycle (SDLC) such as design, development, build, release, deployment, Monitoring, Cloud migrations, and cloud implementations. Strong innovative and technical background in AWS, Azure, DevOps, Continuous Integration/Delivery (CI/CD), Containerization, Configuration Management, Build/Release Management, and Virtualization technologies.

· Expertise in Architecting and securing AWS Services like EC2, AMI, SES, RedShift, CloudWatch, SQS, Route53, ECS, CloudTrail, Lambda, Kinesis, BlockStorage, KMS, Elastic Beanstalk, S3, SNS, Redshift EMR, EKS, NACLs, API Gateway, Sagemaker, IAM, Subnets, VPC, Cloud Formation, Glacier and RDS and obtaining High Availability and Fault Tolerance for AWS EC2 instances utilizing the services like Elastic IP, EBS and ELB.
· Hands-on experience with Amazon ECS as a container management service to run microservices on a managed cluster of EC2 instances. Implemented Amazon API Gateway to manage, as an entry point for all the API and various Amazon Web Services.
· Expertise in integrating Terraform with Ansible, Packer to create and version the AWS Infrastructure, designing, automating, and implementing of Amazon Machine Images (AMI) across the AWS Cloud environment.
· Expertise in Azure Development and worked on Provisioning VM's, Virtual storages such as Blobs, Files, Virtual Networks, Azure Cosmos DB, Azure Active Directory(AAD), App services, Azure DevOps Pipeline, Azure SQL Database, Azure Key Vault, Azure Kubernetes Service (AKS), API Management, Azure Databricks, Azure Data Factory, and IoTHub.
· Knowledge of SaaS, PaaS, and IaaS concepts of cloud computing architecture and Implementation using OpenShift. Developed custom OpenShift templates to deploy the applications and to create the OpenShift objects build, deployment configs, services, routers, switches, firewalls, persistent volumes, and troubleshooting.
· Experience in writing Jenkins Pipeline Groovy Scripts for Continuous Integration and built workflows and also used Jenkins for uploading Artifacts into the Artifactory and automated various day-to-day administration tasks by developing Bash, Ruby, JSON, Perl, PowerShell, and Python Scripts. 
· Experience in using Chef for server provisioning and infrastructure automation, release automation and deployment automation, Configure files, commands, and packages. knowledge in creating Chef Recipes, Chef Roles, Cookbooks, and testing of Cookbooks using Food Critic, Test Kitchen, and running recipes on nodes managed by on-premise Chef Server.
· Experience in Terraform for building, changing, and versioning of Infrastructure. Wrote Terraform Templates for AWS and Azure cloud infrastructure as a code to build from development to production environments.
· Experience in DevOps tools to Automate using Jenkins, Ant, puppet, Build & Release using Maven, Puppet, Configuration Management automation using Chef, Ansible, open-source version control tools like SVN, GIT, GitLab containerization tools like Docker, Kubernetes, and OpenShift.
· Experience in working with Ansible Playbooks to automate various deployment tasks, working knowledge on Ansible Roles, Ansible inventory files, Ansible Galaxy, and Ansible Tower dashboard.
· Experienced in branching, tagging, and maintaining the version across the environments using SCM tools like Git, GitHub, GitLab, Bitbucket, Subversion (SVN), Perforce, and TFS on Linux and Windows platforms.
· Proficient in Containerization tools and solutions such as Docker, Kubernetes, OpenShift and handled several Docker components like Docker Engine, Docker-Hub, Docker Compose, Docker Registry, Docker Swarm, Docker hub and Orchestration tools such as Kubernetes and terraform.
· Experience in creating Puppet Manifests & Modules to automate system operations management. Installed configurations of Puppet Agent, Puppet Master, and deployed Puppet Dashboard, Puppet DB for configuration management to existing infrastructure.
· Knowledge about Nagios as a monitoring tool to identify and resolve infrastructure problems before they affect critical processes and worked on Nagios Event handlers in case of an automatic restart of failed applications and services. 
· Experience in Building end-to-end CI/CD pipelines in Jenkins groovy script to retrieve code and push build artifacts to Nexus and Jrog Artifactory’s manages for Maven builds.
· Experience in Building and deploying the application code using CLI of Kubernetes such as kubectl, Kubespray, and Schedule the jobs using Kube-scheduler. Managed K8s charts using Helm and created reproducible builds of the Kubernetes applications.
· Experience in Deployment and configuration of Atlassian tool JIRA for both hosting and issue tracking for local instances, workflow collaboration, and tool-chain automation, also used Remedy for bug tracking.
· Experience in working with Jenkins in a Docker container with EC2 slaves in the Amazon AWS cloud environment and also familiar with surrounding technologies such as Mesos (Mesosphere) and Kubernetes.
· Experience in Kubernetes charts using Helm. Created reproducible builds of the Kubernetes applications, Kubernetes manifest files, and releases of Helm packages.
· Experienced in Using Jenkins pipelines to drive all Microservices builds out to the Docker registry and then deployed to Kubernetes, Created Pods, and managed using Kubernetes.
· Hands-on experience on working with System health and performance Monitoring Tools like Nagios, Splunk, CloudWatch, New Relic, App Dynamics.
· Expertness in using Build Automation tools and Continuous Integration concepts by using tools like Gradle, ANT, Jenkins, Team City, Quick Build, Build forge, and Maven.
· Experienced in continuous improvement with Scrum, waterfall, and agile methodologies in software development teams by working with Jenkins under the CI/CD pipeline. Integrated Ant, Nexus, Jenkins, SVN, Confluence, JIRA and Used Git with Jenkins to integrate to automate the code check-out process. 
· Experience in Creating Dashboards and utilizing data visualization tools like Tableau, Grafana, AWS quick sight, and Power BI.
· Involved in the entire Project Lifecycle, which includes Designing, Developing, and Execution of the entire process and documentation/performing of Unit Test Plans, Test Cases, and Test Procedures.
· Experience in working with SQL databases like MySQL, Oracle, SQL Server, and NoSQL databases like MongoDB, DynamoDB, and Cassandra.
· Experience in using web servers like Apache HTTP / HTTPS and Tomcat, Nginx, IIS, and application servers like IBM WebSphere, Oracle WebLogic, and JBOSS for deployment.
· Expertise in writing several Automation scripts in Bash, Ruby, Groovy, Python, JSON, YAML that consume REST APIs services or CLI for various DevOps systems like Jenkins, Git, Jira, AWS, Chef, and Ansible. Experience with UNIX shell scripting language to fetch, parse, and load data from external sources.
· Expertise in Understanding and dealing with Linux Utilities: KICKSTART, SSH, FTP, autofs, QuotaManagement, wrappers, User Management, Process Management, Memory Management, technical design, application design, blueprint and Text processing tools, Log Management, Package Management, Disk Management, and SwapPartition/FilesManagement.
· Proficient with Shell, Python, Ruby, Perl, Power Shell, JSON, YAML, PowerShell, and Bash scripting languages.
· Excellent communication skills, ability to listen, coach, work and collaborate as a team or as an individual, highly motivated, creative, great Problem solving and analytical skills, great passion to learn new technologies quickly and develop new ideas, Self-driven and attention to detail. 

TECHNICAL SKILLS:

· Cloud: Microsoft Azure, AWS, GCP, PCF, Openstack
· CI/CD Tools: Jenkins, Bamboo, Hudson, Teamcity
· Container Orchestration Tools: Docker Swarm, Terraform, Kubernetes, ECS, Azure Container Services, OpenShift
· Configuration Management: Chef, Ansible, Puppet, SaltStack
· Version Control Tools: GIT, GITHUB, SVN, Perforce, Bitbucket, ClearCase, Perforce
· Web and Application Servers: JBOSS, Apache Tomcat, Web Sphere, Web Logic, Nginx, Send Mail
· Monitoring Tools: Nagios, Splunk, Dynatrace, ELK, Datadog, Grafana, New Relic, Sumologic, Cloudwatch, App dynamics.
· SSH Tools: Xshell5, Putty, WinSCP
· Bug Tracking Tools: JIRA, ServiceNow, Bugzilla, HP ALM, Confluence, Rally, IBM ClearQuest
· Build Tools: Maven, Ant, Gradle
· Continuous Integration: Jenkins, Bamboo, Hudson
· Scripting Languages: Shell, Ruby, Python, PHP, JavaScript, PowerShell, JSON, YAML, Bash.
· Languages: C, C++, Core Java, J2EE, Golang
· Database: MySQL, Oracle, Dynamo DB, Mongo DB, Cassandra
· Repository Management: Nexus, JFrog, Artifactory
· Virtualization:	VMware ESX/ESXi, Windows Hyper-V, Power VM, Vagrant, Virtual box
· Operating System: RHEL 6/7, Ubuntu, Debian, Fedora, CentOS, Windows, Solaris, iOS, OS X
· Networking Protocols: TCP/IP, DNS, NFS, ICMP, SMTP, DHCP, OSPF, BGP, UDP, HTTP, HTTPS, and RIP

PROFESSIONAL EXPERIENCE:

Sr. DevOps Engineer
DSW, Columbus, Ohio                                                                                                     		April 2020 - Present

· Deployed infrastructure on AWS utilizing EC2 (Virtual Servers in the Cloud), RDS (Managed Relational Database Service), SNS, SQS, Cloudwatch, ELK, VPC and Managed Network and Security, Route 53, Direct Connect, IAM, AWS S3, Glacier (Storage in the cloud) and Cloud Watch Monitoring Management focusing on high availability, fault tolerance, and auto-scaling.
· Built vault infrastructure in the cloud and on-prem using Terraform (Infrastructure as code) to build the Development and Production environment in AWS cloud architecture. Built CI/CD pipeline for provisioning secrets and policy using Github. 
· Responsible for Continuous Integration (CI) and Continuous Delivery (CD) process implementation using Jenkins along with LINUX Shell scripts to automate routine jobs. 
· Deployed AWS quickstart, GIT2S3, Lamda function using the cloud formation stack to sync up local GITLAB repositories to S3 buckets.
· Collaborated the efforts for setting up and managing ELK Stack to collect, search and analyze files related to System logs across servers, log monitoring, and created geo-mapping visualizations using Kibana in integration with AWS CloudWatch and Lambda.
· Wrote Ansible playbooks, inventories and created custom playbooks written in YAML language, encrypted the data using AnsibleVault, and maintained and troubleshot role-based access control by using AnsibleTower. 
· Configured Automation with Centralized Management using Ansible and Cobbler. Implemented Ansible to manage existing servers to automate the build/configuration of new servers.
· Involved in Kubernetes architecture and design, troubleshooting issues, and developing global and multi-regional deployment models and patterns for large-scale developments using OpenShift and Kubernetes. Managed Kubernetes charts using Helm, managed Kubernetes manifest files, and created reproducible builds of the Kubernetes application.
· Coordinated Vulnerability Detection as a part of the CI/CD workflow using Jenkins Pipelines, SonarQube Quality Gates.
· Integrated Jenkins with Docker container using CloudBees Docker pipeline plugin to drive all microservices builds out to the Docker Registry and then deployed to Kubernetes. 
· Integrated Selenium automation regression test suite in Jenkins build pipeline. Installed Jenkins/Plugins for GIT Repository, Setup SCM Polling for Immediate Build with Maven and Maven Repository.
· Installed and configured GIT and GitLab. Implemented and maintained the branching and build/release strategies utilizing GIT. Extracted code snippets from other commits by Git cherry-picking and moved the pointer ahead by Git rebasing
· Handled several Docker components like Docker Engine, Hub, and Docker Registry. Experience with Docker container service and Dockerized applications by creating Docker images from Docker file and running them to create the Docker containers and Docker Swarm.
· Integrated Ansible tower with Jenkins to deploy code to different servers. Played a key role in converting existing Jenkins jobs into the new pipeline process. Prepared document on the process of migrating Jenkins jobs from development environment to production server
· Automated the Build Infrastructure for deploying services in a Dockerized environment using Jenkins, SonarQube, Maven, Groovy, Job DSL, Docker, and Splunk.
· Involved in setting up JIRA as a defect tracking system and configured various workflows, customizations, and plugins for the best practices using JIRA bug/issue tracker. Extensively used JIRA as a ticketing tool for creating sprints, bug tracking, issue tracking, project management functions, and releases.
· Designed workflows in JIRA to deal with issues and maintained all the user stories for tracking as per agile style. Involved in the entire Project Life Cycle, which includes Designing, Developing, and Execution of the entire process and documentation/performing of Unit Test Plans, Test Cases, Test Procedures, and Test Scripts for the project.
· Maintained Splunk dashboards and associated charts, graphs, and drill-downs to enable managers, administrators, users, and analysts to maximize the utility of the Splunk platform and documentation/performing of Unit.
· Automated build and deployment process using Shell, Bash scripts, python coding, debugging with focus on DevOps tools, CI/CD in Jenkins. 
Environment:  AWS, Kubernetes, Docker, Jenkins, SonarQube, Groovy, GIT, Maven, Splunk, Ansible, Open stack, Nexus Artifactory and terraform.

Cloud Engineer										Nov 2019– March 2020
Riverbed Technology, Sunnyvale, California.
Responsibilities:
· Worked on designing, planning, and creating Azure virtual machines, and managing virtual networking within Azure to connect into on-premises environments, and migration of on-premise to Windows Azure using Azure Site Recovery and Azure backups. Configured Azure Virtual Networks, subnets, DHCP address blocks, Azure network settings, DNS settings, security policies, and routing. Also, deployed Azure IaaS virtual machines and cloud services (PaaS role instances) into secure Virtual Networks and Subnets.
· Executed the automation from commit to deployment directly into Azure VM using Azure DevOps pipeline for implementing a CI/CD pipeline. Worked on Design and Implementation of Azure Site Recovery in both Disaster Recovery Scenario and for migrating the workloads from On-Premise to Azure. Disaster Recovery (DR) plan using Traffic Manager configuration.
· Used Terraform to write IAC (Infrastructure as code) to build the Development and Production environment in Azure Cloud. Extensively worked with Active Directory Services, IIS Servers, DNS, and DHCP. Configured Firewall and security using SSL, IP chains, IP tables, TCP Wrappers, Tripwire, and port scanners.
· Worked on Setting up Kubernetes (k8s) Clusters for running microservices and Pushed microservices into production with Kubernetes backed Infrastructure. Development of automation of Kubernetes clusters via playbooks in Ansible.
· Configured Kubernetes Replication controllers to allow multiple pods. Managed Kubernetes charts using Helm, managed Kubernetes manifest files, and created reproducible builds of the Kubernetes application. 
· Worked on writing the Ansible playbooks for provisioning the Azure VM's using the resource manager and ansible python SDK. Created the Azure storage accounts, VNET's, Subnets, assigned the public IP, Altered the security groups, NIC's and Azure VM's for internal applications using Ansible playbooks.
· Integrated Automated Build with Deployment Pipeline. Currently installed ansible server and clients to pick up the Build from Jenkins repository and deploy in target environments (Integration, QA, and Production).
· Worked on Docker to automate container deployment through Jenkins and dealt with DockerHub, making DockerImages and taking care of various Images essentially for middleware establishments. Used Docker for successful setup of Dev & Test environment for Developers and Testers by using Docker Build.
· Worked on Scheduling the Linux Cron jobs and Jenkins jobs for build automation. Developed Perl and shell scripts for automation of the build and release process & to perform deployments to JBOSS and Tomcat Web servers.
· Developed Power shell scripts to automate web application servers and automation of the build and release process and to automate certain processes for the smooth process of a build tool like Maven.
· Coordinated developers with establishing and applying appropriate branching, labeling/naming conventions using GIT source control.
· Administer Splunk Software Development Kit for Python and Familiar with AWS Cloud Formation templates for Splunk distributed cluster deployment. Maintain and deploy builds in UAT and Production environment.
· Identified and reported software issues using Bugzilla as a defect tracking system with detailed bug description, screenshots, videos, and log files.
· Promptly and concisely escalated service requests and incidents to the appropriate teams via ticketing/tracking systems (JIRA), and alerts all interested parties.
· Developed PowerShell script to fetch necessary information from webpages according to the requirement and to automate routine tasks when applicable.
· 
Environment: Azure, Office 365, Terraform, Maven, Azure DevOps, Ansible, Docker, Kubernetes, Git, PowerShell, Apache-Tomcat server, Jira, AEM, RHEL, ELK, PowerShell script work, python script.

Cloud/DevOps Engineer
GE Digital, San Ramon, CA.	 June 2017 – Sept 2019
Responsibilities:
· Automated provisioning of infrastructure for our environments building AWSCloudFormation stacks from the resources VPC, EC2, S3, RDS, Dynamo DB, IAM, EBS, Route53, SNS, SES, SQS, CloudWatch, Security Group, Auto Scaling.
· Worked on Securing the AWS Infrastructure using AWS services such as VPC's, NACL’s, Security groups, IAM roles, policies, and defining Inbound and outbound traffic rules and the whole infrastructure is monitored using Cloud watch.
· Involved in writing Templates for AWS infrastructure as code using Terraform to build staging and production environments and for deploying into AWS used automation pipeline tools like Jenkins, Artifactory, Chef, and Terraform.
· Involved in Redshift Database development by inserting Bulk Records, Copying Data from S3, Created and Managed Clusters, Tables, and Perform Data Analysis Queries. Also performed Tuning and Query Optimization in AWS Redshift
· Streamlined the CI/CD process for application deployments by enforcing strong source code repository management techniques and securing configuration files away from application source code for improved security. 
· Worked on Docker to containerize the Application and all its dependencies by writing Docker file, Docker-Compose files, Docker container snapshots, managing Docker volumes, and deployed Docker Swarm using chef. Created additional Docker Slave Nodes for Jenkins using custom Docker Images and pulled them to Cloud. Worked on all major components of Docker like Docker Daemon, Hub, Images, Registry, Swarm.
· Worked on Chef Roles, Cookbooks, Recipes, Templates, Resources, Attributes & Data bags Proficient in the setup of Chef Servers, workstations & bootstrapping infrastructure Chef Nodes for configuration management 
· Used Kubernetes to deploy scale, load balance, scale and manage Docker containers with multiple namespace versions. Configured Kubernetes to automatically adjust all replica sets according to the deployment strategy, making it possible to perform updates without affecting application availability.
· Configured and maintained the AWS Lambda function to trigger when there is a Jenkins build kicked off, which internally gets stored on AWS S3 bucket for everybody to access. Created Route53 to route traffic between different regions. Worked with Security groups&Network ACLs.
· Managed Kubernetes charts using Helm. Created reproducible builds of the Kubernetes applications and template for Kubernetes manifests, provide a set of configuration parameters to customize the deployment and Managed releases of Helm packages. 
· Implemented tools such as Maven to automate and enhance the overall operational environment. Developed build and deployment scripts using Maven as a build tool in Jenkins to move from one environment to other environments.
· Worked on the deployment of Cloud service including Jenkins and Nexus on Docker using Terraform. Responsible for Continuous Integration (CI) and Continuous Delivery (CD) process implementation using Jenkins along with Python and Shell scripts to automate routine jobs.
· Responsible for installing Jenkins master and slave nodes and configure Jenkins builds for continuous integration and delivery. Set up and Configure the Jenkins for application deployment. 
· Installed and configured GITHUB. Implemented and maintained the branching and build/release strategies utilizing GITHUB. 
· Automated build and deployment process using Bash, Python, and Shell scripts with a focus on DevOps tools, CI/CD in Jenkins. Written shell scripts with Bash, Python to automate tasks like provisioning servers, installing, configuring packages, and deploying applications on multiple servers in the Prod & Non-prod environments.
· Configured JIRA workflows according to the needs of the CM team and integrated the project management features of with the build and release process.
· Automated Data dog Dashboards and assisted internal users for Splunk in designing and maintaining production quality dashboards. Monitored system performance using Nagios, maintained Nagios servers, and added new services & servers.
Environment: AWS, Git, Maven, Jenkins, Linux, Helm, Terraform, Jira, chef, Docker, Splunk, Python, Redshift, GIT, EC2, S3, RDS, EBS, ELB, Nexus, Bash, Unix/Linux, Nagios, Datadog.

Build & Release Engineer
Robert Bosch, Bangalore, India								July 2015 – May 2017
Responsibilities:
· As a member of the Release Engineering group, redefined processes and implemented tools for software builds, patch creation, source control, release tracking and reporting, on the UNIX platform.
· Written Manifests/Modules for Installation and Updating of Yum repositories on the Server using Puppet Infrastructure and to the automated configuration of a broad range of services like LAMP Stack, HTTP multiple Vhosts management. Administered and Implemented CI tool Bamboo for automated builds migrated all projects from perforce to subversion. 
· Administered RedHat Linux 4.x/5 servers for several functions including managing Apache Tomcat Server, Mail Server, MySQL database, and Firewalls in both development and production environments. Administered Linux servers including server installation, network configuration, securing the system, repetitive task automation using Perl and Bash scripts, troubleshoot, hardware, and software upgrades.
· Worked on Branching, Tagging, and Release Activities on Version Control Tools (GITLAB) and Setting up the GIT repos for Bamboo build jobs. 
· Developed and implemented Software Release Management strategies for various applications according to the agile process.
· Collaborated with Systems, Software, Architects, Network, and QA Engineers to continuously improve the efficiency and reliability of Build and Deployment processes to support all phases of development including production releases.
· Automated testing build and deployment by developing and maintaining the processes and associated scripts/tools.
· Converting the ANT Build projects to Maven Build projects. Experience in the development of build scripts using Ant, Maven.
· Used a combination of Puppet Master, R10K Wrapper, Git Enterprise, Open stack (Horizon), Vagrant and Simple UI(Jenkins) developed a puppet module for automation.
· Converting the ANT Build projects to Maven Build projects. Experience in the development of build scripts using Ant, Maven.
· Used bash, awk, sed, and Perl to automate most of the daily activities like log monitoring, log rotation and purging, proactive systems monitoring including disk error detection. Maintained build related scripts developed in the shell for ANT builds.
· Written Bash shell scripts for getting information about various Linux servers and prepared Ruby codes, programming of web applications, and testing services on a daily basis. 

Environment: Linux, Perl, Puppet, Bamboo, Nagios, HTTP, Ruby, JIRA, GIT, Vagrant, SVN, Ant, PowerShell, NT Command Shell

Linux System Administrator
[bookmark: _GoBack]ICICI Bank, Hyderabad, India                                                    				 July 2013 – June 2015
   Responsibilities:
· Linux system administrator Duties involved Linux server maintenance and support to the developer's team for their issue's application, tuning, troubleshooting, and software running.
· Linux server Administration experience specialized in Application Support on Redhat-Linux, CentOS, Solaris, IBM-AIX, and Windows environments.
· Regular admin task includes actively monitored the System health, network status, device health, and physical state of servers at multiple data centers, for several internal customers, utilizing tools such as Shinken (via SNMP) and VMware/vSphere, as well as physical checks of local server rooms.
· Installed the latest patches for, Oracle on Red hat Linux servers, Configured and administered Send mail, Samba, Squid servers in Linux environment
· Set up the Linux Cron jobs for automating various build related jobs and application data synchronization jobs. 
· Responsible for building system design and support services of Linux OS servers using kickstart automation application
· Configured Kickstart and Jumpstart servers to initiate the installation of RedHat Linux and Solaris on several machines at once.
· Updated previous LDAP tools to work with the version of Ruby Rails.
· Involved in Installing, Configuring, and Upgrading of RedHat Linux AS 4/5, Solaris 9/10 operating systems.
· Performed automated installations of the Operating System using kickstart for Red Hat Enterprise Linux5/6 and Jumpstart for Solaris 9/10 Linux.
· Administered and supported distributions of Linux, including Linux Enterprise Desktop, SUSE Linux Enterprise Server, RedHat, and Solaris. 
· Install, maintain, and upgrade Drupal and Word press on the LAMP stack and Configured LAMP Stack on Unix/Linux servers.
· Worked on Linux Package installation using RPM and YUM, a provisioned system with LVM.

Environments: Oracle on Red hat Linux, Samba, Squid, RedHat Linux AS 4/5, Solaris 9/10, Linux Enterprise Desktop, SUSE Linux Enterprise Server, RedHat and Solaris, LDAP.
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