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        PRASHANTH DOLLU
(251)-680-5907

                        DevOps / Cloud Engineer
                                                    
lp.dollu@gmail.com  
SUMMARY: 
· IT professional with over 13 years of technical lead and engineering experience working on a plethora of technologies.

· Design and engineer a secure, effective, resilient, fault-tolerant architecture hosted on-premise or single/multi cloud environments based on the business, technical requirements of the client.

· Automated the build of code (CI) and deployment (CD) of applications through Jenkins, Azure DevOps tools.

· Containerized server components (Tomcat, IIS, and Nginx) and applications using Docker.

· Deployed microservices, legacy applications using container orchestration systems AWS EKS and Kubernetes.

· Understand and use the best cloud provider (AWS, Azure) to host the underlying infrastructure for the microservices or applications.

· Automated the provisioning of resources by utilizing Terraform, AWS Cloud Formation, Azure ARM, Ansible.

· Worked on generic Kubernetes and cloud provided Kubernetes (AWS EKS, Azure AKS).

· Designed continuous integration (CI) pipelines that were able to pull from code repositories like Azure GIT, AWS CodeCommit, GitHub, and GitLab.

· Experienced in maintaining complex, large Single-Sign-ON systems through modular infrastructure components.

· Key implementer of a couple of internal projects and served as mentor for team members.

· Worked on different products, technologies to aid in the engineering of complex environments-  Access Manager(ISAM/TAM), Cloud Providers (AWS, Azure, Openstack), DevOps tools (Ansible, GIT, Jenkins), Container/Orchestration Platforms (Docker, Kubernetes), Middleware (WebSphere/tcServer/Tomcat, MQ), Database(DB2/Oracle/SQL) , LDAP( TDS/Active Directory)

· Worked on multiple AWS components- API Gateway, Route53, WAF, EC2, S3/Glacier, ELB, Auto scaling, IAM, CloudFront, CloudFormation, CloudWatch, SES, SNS, RDS, VPC etc.

· Azure Services that I worked on – VNET, Azure Firewall, VNET Integration, Monitor, Container Insights, Application Insights, Private DNS, Private Endpoints, Network Links, Network Watcher, Cosmos DB, Azure PostgreSQL, Application gateway, Load Balancer, NSG, UDR, Event Hub

· Enforced security of applications, infrastructure by configuring AWS and Azure Application, Network security rules, Routes, Identity and Access Management (IAM) via policies, roles, groups.

· Worked on projects that endorsed various developmental methodologies- Waterfall, in Agile and DevOps.

· Emphasized continual interaction with designers, architects, testers, developers to successfully engineer solutions and worked on migrations, upgrades, vulnerabilities.

· Used an array of monitoring and logging tools (Nagios, QRadar, Splunk, and Introscope).

· In adherence to SLAs, worked on the debugging/troubleshooting of issues and utilized root cause analysis approach to preclude further recurrences.

· Worked on Asset/Incident/Change management and Bug tracking tools like MAXIMO/Smart Cloud, Service Now, Remedy and JIIRA.

· Ensured that the applications and its infrastructure was compliant with the latest federal Compliance, Governance and Security norms.
Technical Skill:
Cloud Technologies     
 
AWS, Azure, Openstack, Bluemix, SoftLayer

Container/Orchestration

Docker; AWS EKS, AKS (Azure), Kubernetes

Configuration Management, IAC
Ansible, Chef; Terraform, Azure ARM Templates
CI/CD



Jenkins, Azure DevOps, TFS

Security Products


IBM Security Access Manager (7/9), Tivoli Access Manager (6.1)

Logging Tools


ELK, Splunk, Dynatrace Logs, RSA NetWitness Log
Asset/Incident/Bug Tools

Maximo (SaaS), Remedy, JIIRA

Web Servers              

IBM HTTP server, Apache, IIS


Operating Systems   

AIX, RHEL, Solaris, Windows, CentOS, Ubuntu

Relational Databases/LDAP

DB2, AWS Aurora, SQL Server; IBM Tivoli Directory Server (IDS/TDS)

Network monitoring tools

TCP Dump, Wireshark, and Fiddler, Azure Network Watcher, AWS CloudWatch
Monitoring Tools
Dynatrace, Azure Monitor, AWS CloudWatch, Azure AppInsights, AWS Container Insights, ELK (Kibana), QRadar, Nagios, Introscope, Tivoli Performance Viewer, Heap/Thread/Log Analyzers
Middleware 


WAS 6.x/7.0/8.x, Tomcat, tcServer, MQ, JBoss, WebLogic

Network/Transport Protocols    
DNS, TCP/UDP, SNMP, ICMP, HTTP/HTTPS, SSH, Telnet, FTP, SMTP,

Programming languages

Python, Perl, Jython, wsadmin, Java, C

EDUCATION AND CERTIFICATION
· Bachelor of Technology in Electronics and Communication, JNTU, Hyderabad.

· Master of Science, M.S., in Electrical Engineering, University of South Alabama, Alabama.

· IBM Certified System Administrator in WebSphere Application Server Network Deployment 6.1
· Hadoop/Big Data Fundamentals, Big Data University

Lexicon of Acronyms
	ISAM
	 IBM Security Access Manager
	
	SAML
	Security Assertion Markup Language

	TAM
	Tivoli Access Manager
	
	Smart Cloud Control Desk
	MAXIMO (Asset Management, CMDB, TSRM)

	SSO
	Single Sign-on
	
	WAS
	WebSphere Application Server

	OIDC
	Open ID Connect
	
	OAuth
	Open Authorization 


Client(s), Project(s) details: 

HHSC (Human and Health Services Commission), Austin, TX 


                    

 May '20 - Current

DevOps Architect/Engineer (Kubernetes/Cloud/CICD/Automation)


· Responsible for architecting, designing, implementing a modern architecture and cloud-based platform that has the ability to host server or serverless applications and integrate with HHSC's on-premise hosted applications.

· The goal was to design and create a multi and hybrid cloud platform per the client's requirements using a cloud agnostic approach (with respect to tools).

· Designed the platform so that it can host internal only or even public facing applications.

· The applications can be serverless or server-oriented applications – single page or complex

· Designed the platform in distributed network environment -VNETs/subnets, nsgs, UDRs, LBs, aks clusters.

· Designed Azure Hub and spoke architectures with azure firewall and migrated the platform to it.

· Designed, provisioned AKS (Kubernetes) clusters and leveraged namespaces, with node pools etc. to host different applications.

· Designed a DevSecOps based CI/CD (DevOps) pipeline based on Jenkins that's able to build, deploy both server and serverless applications.

· Worked with DevOps lead to build the entire Devops and CICD tools stack

· Integrated it with git repository like Gitlab, and Nexus (private docker, artifact repository), SonarQube, Veracode.

· Technically direct, train and guide a couple of DevOps/cloud engineers to work on the tasks.

· Configured the platform to be able to integrate with on-premise applications like Enterprise Directory, Security tools via Azure Express Route etc.

· Helped application team's implement SpringBoot API gateway and redesign application architecture when application team had issues with their previous design.

· Worked with application development teams to identify and fix even application issues so that the teams can meet their deadlines.

· Helped application teams architect, migrate existing legacy applications (refactor, lift and shift) to  and design, develop new cloud, Kubernetes native or serverless applications (microservices, single page) onto the  platform.

· Worked with developers, leads to have their teams understand, design and develop applications for cloud – containerized (Kubernetes), serverless and also have them leverage Kubernetes concepts like services for inter-service communications.

· Integrated security policies into the code (git code, Dockerfile, Jenkinsfile) , Kubernetes by not exposing sensitive information and leveraging Kubernetes secrets, network security policies, vaults etc.
· Design, develop Kubernetes manifest files with emphasis on security, functionality.

· Provisioned Ansible tower, ansible servers and configured Dynatrace Activegate, OneAgent for monitoring.

· Integrated Dynatrace with Azure Monitor API to view metrics of VM, AKS and even Azure native services -Azure Cosmos, PostgreSQL, Storage Accounts, LB etc to view everything through one centralized console.

· Leveraged Azure ARM templates to provision AKS and other Azure PaaS services like Storage accounts, Azure databases through ARM templates and also Ansible.

· Suggested and designed Ansible to Azure ARM integration for provisioning resources as per agency's requirement to use only Ansible.

· Provided technical guidance to engineers to use ansible to configure any provisioned Azure PaaS resources.

· Worked with team members to provision GIT repositories for Azure ARM templates and invoked those with Ansible playbooks.

· Designed a strategy to integrate Monitoring, Logging and SIEM tools with the applications, infrastructure and PaaS services of the platform.

· Configured log analytics workspaces, and storage accounts for log storage, archival.

· Configured log queries for developers to access the application logs and suggested it to view logs of services.

· Helped application and database teams integrate the applications deployed on AKS clusters with Azure databases using service, private endpoints.

· Recommended the ways to securely containerize .NET, SpringBoot applications on Azure Kubernetes.

· Implementation of SSL in all components to achieve end-end https connection. (Browser to AKS containers).

· Suggested SSO for Ansible Tower, Dynatrace, Thycotic via integration with Azure AD and worked with engineer to implement that.

· Designed a strategy to migrate some open source tools to license based ones and to Jfrog.

· Researched and suggested methods, tools to securely store sensitive information using Azure Key vault tools, Hashicorp Vault.

· Setup Dynatrace monitoring and custom dashboards for management, operations etc.

· Customized Dynatrace dashboards for Kubernetes, Azure services and Applications.

· Worked with team member to enable User session tracking for applications and administrative tools.

· Integration of applications with Enterprise IAM solutions for SSO.

· Setup private connectivity from agency connected network to the respective cloud resources using Azure provided network links, endpoints etc.

· Collaborated with Microsoft, Rackspace and affiliated vendors n the design, implementation of resources.
· Suggested, designed and working on automated gates/checks in pipelines for approvals, code’s unit tests, code coverage, security tests.

· Worked on delivering the platform inspite of project delays, lack of resources etc.

· Near future project goals include working on 

Implementing a container run-time security engine like SysDig after researching on leading container runtime security, policy engines like Aqua Security, Twistlock tools etc.

Migration of CI/CD and DevOps tools to Docker Swarm cluster in hub and spoke environment from a non-resilient platform.

Migration of CI/CD and DevOps tools to AKS from Docker Swarm

Working on a strategy to leverage Dynatrace's self-healing capabilities to auto-remediate issues with containers, services by integrating Dynatrace with Ansible (server/tower).

Auto-ticket provisioning of incident tickets in ServiceNow using ansible based on problems in Dynatrace and through Ansible.

Technologies/Tools utilized:  Azure cloud, AKS/EKS/K8s, Dynatrace, RSA NetWitness(SIEM), Jenkins(CloudBees,Digital Blue Ocean, Jenkinsfile), GitLab, SonarQube, Veracode, Nexus, Jfrog, Jfrog XRay, AWS, Azure DevOps, Ansible, Ansible Tower, Terraform, Azure ARM Templates, Debian/Ubuntu/RHEL 7.x/8.x, Docker(CE/EE),  SysDig Falco, SysDig Secure, Azure PaaS services ( Azure Firewall, VNET Integration, Monitor, Container Insights, Application Insights, Private DNS, Private Endpoints, Network Links, Network Watcher, Cosmos DB, Azure PostgreSQL, Application gateway, Load Balancer, NSG, UDR, Event Hub), Azure Network Architecture (Hub and Spoke, Distributed).
AAFES (Army and AirForce Exchange Services, Dallas, TX


         
    

Apr’19 to May '20

DevOps Engineer (Kubernetes/Cloud/CICD)


· Primary tasks were to create CI/CD pipelines, Kubernetes clusters and AWS infrastructure components.

· Helped the development team in the design of the new microservices for the mobile application.

· Created and configured AWS EKS (Kubernetes) clusters to host the microservice applications.

· Created Azure DevOps pipelines to build Docker images from the code hosted AWS CodeCommit and deploy to AWS EKS (Kubernetes) clusters.

· Worked on ELK, centralized logging solution, and configured beat agents like Filebeat, metricbeat to stream logs of containers from AWS's EKS worker nodes to and view the metrics in ELK's Kibana dashboards.

· Integrated multiple cloud providers for Git repositories, pipelines, infrastructure, container registries and Kubernetes clusters.

· Worked on hardening security on the cloud by creating, configuring API Gateway resource policies, WAF rules, NACLs, security groups, IAM policies etc.

· Created and configured ELBs (ALB, NLB, Classic), EC2/RDS instances, S3, CloudWatch, SES, Transit Gateways (attachments), NAT gateways, IAM users/roles/policies/MFA, Route53 domains, ACM, Route Tables.

· Enabled logs and auditing through CloudTrail, CloudWatch Logs.

· Enabled and configured AWS security products AWS GuardDuty, Shield, WAF.

· Worked on the integration between upstream, downstream applications hosted on the cloud and on-premise environments.
Technologies/Tools utilized:  AWS, Azure DevOps, Kubernetes, AWS EKS, Ingress, AWS CodeCommit, Azure Git, Docker, .NET Core, Java, Nginx, IIS, ELK, Kibana, Python, GitHub, GitLab, Java, Jenkins, Ansible, Tomcat, Apache, IBM HTTP, Amazon/Ubuntu/RHEL Linux, Windows, SQL, AWS Aurora, Splunk, 
Southwest, Dallas, TX






         


Jan’19 to Mar’19

Technical Lead Devops/Cloud 

· Worked as a technical lead with frequent interactions with the clients, business and various technical team.

· Supported an array of web/mobile, hybrid, kiosk applications with business clients learning to corporate to legal.

· Architected and migrated a legacy, on-premise application to a newly created infrastructure on the cloud.

· Helped the team with the integrations between various data layers.

· Worked on the auto-data push between upstream and DataStream applications.

· Technical overview and suggestions were provided for cloud based LMS (Learning Management Solutions).

· Resolved critical data, latency issues for LMS systems that was affecting critical training for users.

· Worked and resolved issues related to DNS, email domain and data issues.

Technologies/Tools utilized:  AWS, CDN, Learning Management Solutions, Discover Accelerator, Service Discovery, Kubernetes, Docker, Ansible, GIT, Tomcat, Apache Webserver, IBM HTTP, Linux, Active Directory, SQL, Oracle, SAML, Splunk, ICAM, HTML, XML, Servlet, JavaScript; Python, Shell, Windows,
AT&T, Saint Louis, MO


 
                            




May’17 to Jan’19 

DevOps / Cloud and Security Engineer 
· Worked on the migration of Single-Sign-On platforms with a few million users.

· Migrated security / authentication infrastructure from TAM to ISAM.

· Leveraged AWS cloud services such as EC2, auto-scaling, and VPC to build secure, highly scalable and flexible systems that handled expected and unexpected load bursts.

· Configured AWS Identity and Access Management (IAM) to securely manage AWS users & groups, and Configured Bucket policies using ACL and Bucket Policy Generator.

· Utilized Infrastructure-as-a-code tools such as Terraform and Cloud Formation templates.

· Created Dockerfile to create images so that various web components like apache, tomcat etc. can be containerized and run on Docker Containers.

· Worked on container orchestration platforms like Docker swarm and Kubernetes to orchestrate, schedule the container clusters and deploy the various microservice applications.

· Utilized Jenkins and Ansible for the continuous integration and deployment of Tomcat/WebSphere application servers, AWS, ISAM, and middleware components.

· Designed and implemented SSO solutions using ISAM, ISIM, JIT, and ICAM over OAUTH, OIDC, SAML protocols on multiple shared infrastructure environments.

· Created, versioned and enforced lifecycle policies on S3 buckets.

· Enabled auto-scaling by configuring Elastic Load Balancers (ELB) with Auto scaling groups.

· Configured Elastic Beanstalk for deploying, scaling web applications and services.

· Utilized SNS notifications in tandem with Cloud Watch, SES, and SQS.

· Automated the deployment of fixes, fix packs, configuration changes for ISAM via Ansible.

· Managed Product Backlog and tracked bugs using JIRA.

· Worked on the creation, renewal of certificates for ISAM, middleware components like Tomcat, WebSphere, and Middleware etc.

· Used monitoring tools like Nagios, QRadar, and Introscope 

Technologies/Tools utilized:  AWS, Kubernetes, Docker, Terraform, Ansible, Jenkins, GIT, ISAM 9, TAM 6.1, Openstack, Tomcat, WebSphere, Apache Webserver, IBM HTTP, Linux, LDAP, DB2, Oracle, SAML, OAUTH, OIDC; QRadar, Introscope, Nagios, ICAM, HTML, XML, Servlet, JavaScript; Python, Shell

IBM, Poughkeepsie, NY
    


              

    



Jun’10 to May'17

DevOps / Infrastructure Engineer
Project 1:  Level 3 Cloud, Systems, Applications Engineer

IT and Design Solutions, Systems Analysis and Engineering - Public cloud and shared infrastructure - Team: Cross services team
Project 2:  Level 3 Cloud/Systems Engineer 

Systems Engineering, Small team management, Project Guidance - Infrastructure: Private cloud 

Team: Integration services
Project 3:  Level 2 Application, Systems Engineer

Web and Application Services Analyst-Analysis, Build, Mentoring, Project Implementer - Infrastructure: Cloud and Shared infrastructure -Team: IPC Application and Web Services
Project 4: Level 1 Systems, Applications Engineer

Infrastructure: Private, Public cloud – Team: Web and application support team

Project 5: Level 1 Systems Engineer

Infrastructure: Shared and Private Infrastructures– Team: Web Systems team
Technologies: AWS, Bluemix, SoftLayer, OpenStack, Jenkins, UrbanCodeDeploy, Docker, Kubernetes, Chef, WebSphere 6/7/8, HIS 7/8, Apache 2, Tomcat 6/7/8, MQ 6/7/8, Tivoli/IBM Directory Server IDS/TDS 6/7, Windows Active Directory (AD) Maximo 7.5/7.6(SCCD/ICD), Maximo 6, , BIRT, SMTP, CA SiteMinder, Tivoli Performance Monitor (TPM), Wily Introscope, SiteMinder, Dynatrace, AppDynamics, DB2 10, Nginx, JBoss, WebLogic, Log/Thread/Heap/SQL Analyzers

Schneider National, Greenbay, Wisconsin
   

                    


Sept ‘2008 to May‘2010

Middleware/Systems Engineer
· Responsible for the Installation, configuration and administration of enterprise applications on IBM WebSphere Application Server 6.x, IBM HTTP Server, Apache Web Server on AIX, Sun Solaris, Linux and Windows NT/2000/2003/XP environment.

· Created MQ Series objects on local and remote MQ servers

· Using security exists and channel exists for providing security to MQ Objects.

· Created and configured MQ Objects like Queue Managers, Remote/Local Queues, and Aliases.

· Designed distributed queuing client server architectures and configured MQ.

· Enabled queues triggering, clustering of Queue Managers. MQ Backup & Recovery process.

· Installed and configured MQ Series server on Windows 2000, Windows 2003, and Linux.

· Upgraded WebSphere Application Server V6.1 by using refresh, fix packs on AIX, Linux.

· Implemented Clustering, Performance tuning and troubleshooting of WAS 6.1.

· Deployed J2EE Enterprise applications, configured SSL, enabled Global Security, LTPA.

· Worked with WebLogic used by the other teams in the environment.

· Enabled Garbage Collection, Verbose GC, Global Security, WLM, Work Load Management.

· Extensive usage of monitoring tools such as Tivoli Performance Viewer & Wily Introscope.

· Utilized Logging and Tracing methods to monitor the System performance.

· Utilized logging, heap, thread dumps by using Heap, Thread Analyzer tools.

· Worked closely with IBM to resolve PMR issues pertaining to applications, servers

· Worked with various project teams to provide support in performance tuning and issue resolution.

Technologies utilized:  WebSphere Application Server 5.1/6.x, BEA WebLogic, IBM HTTP Server, Apache Web Server, IBM AIX 5.3, SUN Solaris, Windows 2000, LDAP, Java, J2EE, JSP, Servlets, EJB, XML, JDBC, JavaScript, ORACLE, DB2, HTML, WSCP, JACL, Jython scripts 

Data Information Systems, Hyderabad



                
                               Sept’2005 to July'2006

Application Server Engineer
· Responsible for Installation, configuration and administration of enterprise applications on IBM WebSphere Application Server 5.1/6.x and IBM HTTP Server, Apache Web Server on Sun Solaris, Linux and Windows NT/2000/2003 environment. 

· Upgraded WAS 5.0 on AIX/Windows2000 platforms and upgraded to fix pack 1.

· Implemented Clustering, Performance tuning and troubleshooting of IBM WAS 5.1/6.x. 

· Deployed enterprise J2EE applications (WAR, EAR, JAR) on WebSphere 5.1/6.x

· Configured of various resources like Data Sources, JDBC Providers and Connection Pool. 

· Responsible for troubleshooting networking issues, opening tickets for DNS changes, firewall

· Installed and configured SiteMinder Web Agent with webserver. 

· Configured Secure Sockets Layers, SSL, for data encryption and client authentication 

· Implemented bash and korn shell scripts for accessing remote Admin Servers, cleaning up logs along with back-ups and ran them as cron jobs. 

· Created ESBs and deployed MDB and JMS applications on SIB. 

Technologies utilized:  IBM AIX, SUN Solaris, Windows 2000, WebSphere Application Server 5.1/6.x, WebLogic 6.0 IBM HTTP Server, Apache Web Server, LDAP, Java, J2EE, JSP, Servlets, EJB, XML, JDBC, JavaScript, ORACLE, DB2, HTML, WSCP, JACL scripts, Rational Rose 2000. 


