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Profile:

· A self motivated professional with around 12 years of experience as a AWS Solutions Cloud Architect/Devops Consultant.
· AWS Certified Solutions Architect-Associate level certification cleared.
· Expertise in building highly scalable, fault tolerant distributed cloud infrastructure and its maintenance.
· Working as Devops Consultant with Siemens, Noida from Aug 15 till date.
· Worked as a Lead Analyst in Landis+Gyr, from June 14 to July 15.
· Worked as a Consultant in Headstrong, from Jan 11 to June 14.

· Worked as a Software Engineer in HCL Technologies limited, from Oct 08 to Jan 11.

Educational Qualifications: 
	Degree
                            University

	BE

               (Electrical)
	Thapar University- 61%


	XIIth
	    Khalsa College – 71.33%

	Xth
	       D.A.V. Public School – 74%


Technical Skills:

	                                                                  Areas of Knowledge


	Operating System
	Unix, Windows XP.

	Database
	Oracle10g

	Infrastructure as Service
	AWS

	Containerization Tools
	Docker

	Configuration Management
	Ansible, Puppet

	CI Tools
	Jenkins

	Web Servers
	Apache

	Version Control
	GIT

	Scripting Languages
	Unix

	Databases
	Oracle 10g, AWS RDS

	Monitoring/Management
	Nagios


Certifications: 
	                                                


	SCJP 5.0 ( SUN Microsystems)

ITIL( HCL)
AWS Certified Solutions Architect-Associate


Work Experience:

	Organization # 1
	Siemens, Noida

	Duration
	10 Aug 15 – Till date

	Designation
	Devops Consultant

	Tools & Tech
	AWS, Google Cloud,Docker, Unix, Kubernetes, Ansible, Nagios, Jenkins, Maven, GIT

	Roles
	· Experience in Configuration Management, involving extensive work towards code compilation, building and automating, managing and deploying code across multiple environments.

· Handled configuration-management, application deployment, Cloud provisioning, ad-hoc task-execution, and multi node orchestration using Ansible.
· Experience with and thorough understanding of automated implementation/deployment of a Cloud based infrastructure (Web apps, Application Service Environments, load balancers, storage, monitoring).
· Experience in creating Virtual instances with Docker. 

· Experienced in implementing Puppet and Ansible.

· Extensive experience using Jenkins, GIT and Maven as a Build Tool for the building of deployable artifacts from source code and building automated Continuous integration and Continuous Delivery (CI/CD) pipeline with the help of Jenkins.

· Maintained multiple AWS accounts and the Infrastructure (PROD,QA.UAT,DEV) and the applications deployed across the environments adopting latest devops trends.

· Designed the architecture of distributed on-premise and cloud IT infrastructure for various clients, catering zero-downtime, highly fault tolerant, scalable systems.
· Architecting cloud deployment of Energy IP for various utilities like Coned, IESO, TNB.
· Design solution with AWS services and maintaining product in cloud.
Maintaining non-production and production environments on AWS using EC2, S3 and RDS inside a highly fault tolerant and stable VPC network using CloudWatch and CloudTrail.

· Migration of applications and servers from physical datacenter servers to the AWS cloud servers. Created instances both EC2 and RDS for the same. 
Create/Managing buckets on S3 and store db and logs backup. 
Setup/Managing Databases on Amazon RDS. Monitoring servers thorough Amazon CloudWatch, SNS. 
· Manage Users and Group and their permissions in AWS using IAM (Identity and Access Management).
· Maintaining EC2 services like launching instances, attaching volumes, configuring security group, monitoring EC2 instance metrics like CPU Utilization, disk read/write operation and network performance of the EC2 servers.
· Attaching Volumes and Backing up by taking snapshots.
· Hands-on experience in EC2, ELB, Auto-Scaling, S3, Route53, Cloud Watch, IAM, VPC and SNS etc.
· Designing and Deploying Highly scalable infrastructure using ELB and Auto Scaling services.
· Experience in building solutions with Amazon Virtual Private Cloud (VPC) to Create VPC, Create Public and Private Subnets, Route Table, Internet Gateways, Elastic IPs, Security Groups and Network ACLs.



	Organization # 2
	Landis Gyr, Noida

	Duration
	1 July 14 – 24 July 15

	Designation
	Lead Analyst/Devops

	Application
	USC/OCDB

	Roles
	· Extensive experience using Jenkins, GIT and Maven as a Build Tool for the building of deployable artifacts from source code and building automated Continuous integration and Continuous Delivery (CI/CD) pipeline with the help of Jenkins.
· Experience on configuration management using ansible.
· Responsible for migration from Oracle 10g to Oracle 12c database.

· Implementing the devops pipeline in different environments during the migration phase.

· Hands-on experience in EC2, ELB, Auto-Scaling, S3, Route53, Cloud Watch, IAM, VPC and SNS etc.

· Functional regression testing and performance testing has to be performed prior to the upgrade using the existing Oracle 10g database & new Oracle 12c database environments so that results can be compared and validated.   

· Detecting & Logging the bugs, after classifying them based on the priority and Severity using TFS.

· Working in scrum and agile methodology. 

· Works directly with US counterparts and developers to clarify complex issues during daily standup scrum call.

· Writing simple and complex SQL queries and Unix Commands     

· It is a kind of grey box testing on real system, include analyzing the oracle procedures, shell codes, log file details etc.

· Testing OCDB components, using SQL scripts and Shell Scripts. This includes running the processes (shell/ProC) and then validating the results in the tables and log files.

· Send Daily and weekly status mail and consolidated report to US counterparts and Stakeholders.

· Creating test plan, identifying risk and prepare mitigation plan

	Description
	· Upgrading to Oracle Database 12c provides the latest in efficient, reliable, secure data management for query-intensive data warehouses. It also reduces cost of data storage. New native compilers for PL/SQL and Java have drastically improved performance, up to 2 times faster for PL/SQL and 11 times faster for Java.  The primary focus of QA testing is to ensure that all components work the way they were working in Oracle 10g. A component-based regression testing is chosen. There is a chance that the new or modified code may cause existing functionality to fail.  Full regression testing for some applications is required to ensure that the upgraded Oracle 12c database or new code changes does not break existing functionality. QA Team has executed performance tests on all Cron jobs. The SLAs are gathered and will be used as benchmark to compare run times and stability on both Oracle 10g and Oracle 12c test environments.


	Organization # 3
	Headstrong India Ltd.,Noida

	Duration
	31 Mar 11 – 27 June 14

	Application
	Private Wealth Management(PWM)

	Client
	Morgan Stanley

	Tools & Tech
	Putty 0.51, HP Quality Centre, JIRA

	Roles
	· Manage a team of 5 people.

· Work on assigned tickets.
· Preparing functional, GUI, Integration test cases, test scenarios, test plan, execution of test cases. 

· Coordinate with developers.

· Prepare daily status reports and weekly status reports.  

· Identification and suggestion of process automation 

· Raise CR based on customer request

· Run Regression suite for testing the changes in Prod and Test.

· Database updates based on customer request

· Generate reports for the client based on their requests.

· Perform Sanity runs.

· Perform run for a family.

· Perform run for different reporting basis.

· Preparing of test data for the test cases.

· Database testing, integration testing.

· Logging defects and retesting the fixed defects. 

· Involved in co-ordination with onsite team for handling requirements issues.

· Involved in Web based Testing.

	Description
	· Client Reporting application provides reporting capabilities to Morgan Stanley PWM customers and Sales force.

   Salient features of Client Reporting Application: 

· POD (Portfolio On Demand) is used by portfolio advisors for ad-hoc report generation.

· GAM (Global Auto-Mail) automates the generation and delivery of the month-end      portfolio reports/statements.
· GAM allows user to generate portfolio reports, for a group of accounts, archive them to PRIDE and deliver them to a designed destination for Printing.




	Organization # 4
	HCL Technologies Ltd., Chennai


	Project  #2
	Brocade

	Duration
	1 Jan 09 – 3 Aug 09

	Client
	Brocade

	Tools & Tech
	Oracle Form Builder/Report Builder 6.0, WinSCP, SQL developer, 

SQL PLUS, TOAD, XML Publisher



	Role
	· Practical Knowledge in Oracle Apps 11i and R12 including AOL and Multi Org. 
· Designing/Customizing the Oracle Forms and Reports Using Oracle Form/Report Builder 6.0. 

· Registering Forms/Reports in Oracle Apps.

· Publishing Reports in .PDF format using XML Publisher.
· Created Users, Responsibilities, menu in Oracle Apps.

· Scheduling/execution of Oracles reports through SRS.

· Entering Requisition, Quotation, Purchase order, receipt, invoice, supplier etc., during Procure to Pay and Order to Purchase cycles in Apps.

· Created stored Procedure and Triggers, schemas, views.

· Loaded data from feed files/flat files into standard Oracle Tables using SQL Loader.

· Compilation of Forms using Putty.

Loading Forms and Reports in required TOPs using winSCP for different modules


	Organization # 4
	HCL Technologies Ltd.


	Project  #4
	Global Prime Finance

	Duration
	24 aug 09 – 24 Jan 11

	Application
	DBX Margin

	Client
	Deutsche Bank

	Tools & Tech
	Control-M 6.2 ,Putty 0.51, JIRAS , GIMS, DBSYMPHONY, DBArtisan

	Roles
	· Work on assigned tickets

· Analysis of issues and assigns/escalate it to appropriate team/group

· Identification and suggestion of process automation 
· Updating the ticket with root cause analysis, identified solutions and communication to the customer for permanent resolution based on the feedback from respective teams (post mortem)

· Raise CR based on customer request

· User account maintenance (addition, modification and deletion)

· Post release checks based on customer request

· Database updates based on customer request

· Raise tickets for job failures of upstream systems

· Raise and assign tickets to appropriate group/level for failures not associated to upstream system based on their concurrence

· Monitoring of pre-scheduled jobs

· Proactive health checks

· Perform repetitive jobs (like logs clearing & checks)

· Daily batch monitoring status report

· Business status notification (delay of feed failures with ETA)

· Identification of job failures & updating to next level

· Provide work around as per the KEDB

· Monitoring batches 

· Restart Failed Processes 
· Monitoring the space on databases

· Handling issues concerning servers and database

· Interacting with the clients on production issue raised by them


	Description
	· DBX Margin is a Web-based reporting application that acquires feeds from various source systems like ‘USPB’, ‘GES F&O’, ‘IMAGINE’, ‘ESS’, “Geneva” and “Eclipse”.

· It calculates margins for Individual positions of hedge funds using the Rules of Road (ROR) devised by Deutsche Bank credit department for its customers.

· Determines the amount of cash that needs to be set aside as a margin requirement for a client’s portfolio. 

· Stores Transaction and Counterparty details.



Unrestricted


